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Curricula in Information Science: Four Year Progress Report®

This is our second study of curricula in information
science. It provides a basis for comparison of the 1968
curricula with those of 1972, observing trends in the
educational system in information science. Since this
study solicited information on all three educational
levels, the statistics describing al! programs are given;
comparisons are made at the MS level only, using the
1968 data. These indicate a curriculum shift from
traditional librarianship to an emphasis on computeriza-
tion and automation. This trend appears to encompass
theory as well as technology.

The most frequently offered course “Introduction to

o Introduction

It is important to know the state of education in
information science, but it is equally important to know
the direction in which it is going. If education can be
tied in with societal needs and career opportunities, then
it is mandatory to give it direction.

In pursuit of answers to the above, a questionnaire
similar to the one used in our 1968 study (I) was
employed to solicit information regarding curricula in
schools offering programs in information science. The
responses reflect programs which existed in 1972-3. A
comparison reflects changes in curricula during a critical
four year period in the developing field of information
science. A much larger population of schools was used
in the *72-’73 sample because the solicitation was ex-
panded to include all three levels of education, ie., B.S.,
M.S. and Ph.D. The previous study covered the master’s
programs only.

Where comparisons are made, only schools which
participated in both studies are included. Thus compari-
sons are made for programs on the master’s level only.
Programs on the baccalaureate and the Ph.D. levels
merely reflect the present state and are reported as such.

*This research was made possible through NSF Research Grant
No. GZ-2525

Information Science,” exposss students to a new way of
looking at library and information problems. Program-
ming, theories of information content identification,
library automation and some basic mathematics has
increased. If the trend continues, libraries may be turn-
ing into Community Information Centers utilizing tele-
communication for their information needs.

Deans, faculty, professional society and industry
representatives reviewed the questionnaire analysis
results in Workshop Il and made recommendations for
educational goals and curricula on three levels, i.e., the
bacculaureate, masters and doctorate.
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Many information science programs, especially those on
the baccalaureate level, are tied closely to computer
science and in some instances are precisely that, under
an information science label. It is difficult to draw a
clean line of demarcation between the two, and while an
attempt was made to keep this study uncontaminated a
bias is noticeable.

® Questionnaire Statistics

Questionnaires were mailed to 138 schools, 71 of
which responded. A total of 566 courses were described.
Many of the schools which did not respond had their
programs identified as computer science. Of the 44
schools which responded in 1968, the Universities of
Dayton and Portland discountinued their programs in
information science and seven others did not respond—
leaving 35 schools common to both studies offering
master’s degrees. As in the previous study, the major
focus of analysis was on the clustering of topics enumer-
ated in the syllabi. The general statistics about the
programs which follow are of considerable importance.
This is especially so because a comparison between 1968
and 1972 indicated change during the last four years.

The courses most frequently offered by all schools,
irrespective of their orientation or the level of the
programs, are shown in Table la.
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Table la
. 1968 1972
Course Titles No. No.
® Introduction to Information
Science 18 51
® Systems Analysis, Design, Evalua-
tion 12 47
® [nformation Storage & Retrieval 36 43
® Data Processing : 7 33
® Computer Programming 6 29
® Theory of Classification, Indexing,
Abstracting, etc. —_ 23
® Communication _ 22
@ Library Automation 15 19
® Mathematics 9 18
® Research Methods in Information
Science 10 11
® Data Structures (File Organiza-
tion) — 11
® [nteractive Systems and Networks - 11
® Language & Linguistics 9 -

It is interesting to note that “Introduction to Infor-
mation Science” has captured the lead from “Informa-
tion Storage and Retrieval” (I S & R) of the previous
study. Several other changes have taken place, and in
each case theory and structure courses are replacing
applications types. In our opinion, this indicates some
maturing in the field.

The data which follow are given as percentages so
that comparisons between 1968 and 1972 can be made.
Only schools which offered masters programs and re-
sponded in both years have been inciuded.

Table 1b shows a considerable change in orientation
and emphasis in curricula. Courses in information
science changed their orientation from Library Science
to Computer Science by ten percent. This is an impor-
tant change in emphasis. The direction is to more
computer utilization at the expense of traditional library
functions.

Table 1b
1968 1972
Orientation of Courses: % %
Computer Science 20 30
Library Science 42 30
Behavioral Science 6 5
Mathematics & Logic 9 7
Statistics 2 2
Operations Research 6 5
Linguistics 4 5
Engineering 1 S
Other 10 11

Method of Instruction (Table 1c) as well as Textbook
Used (Table 1d) are rather disappointing. We feel that
graduate programs should be more seminar and labora-
tory oriented than those which have been reported.
Lecturing at graduate students is undignified. Similarly,
reference books and journal articles are thought more
appropriate for graduate study than textbook assign-
ments. Evaluation of student performance should be
made on ability to deal with long range projects and/for
in-depth reports. Examinations (Table le), for which
predetermined replies are expected do not measure such
progress.

Table 1c
1968 1972
Method of Instruction: % %
Lecture 58 57
Seminar 19 20
Laboratory 18 14
Practicum 5 9
Table 1d
1968 1972
Textbook Used in the Course: % %
Yes 49 53
No 48 13
No Response 3 34
Table le
1968 1972
Method of Performance Evaluation % %
Examinations 45 48
Term Papers 40 35
Projects 15 17

Table If shows that electives dominate graduate degree
programs in information science, as they should. The
interdisciplinary nature of the field permits graduates to
pursue diverse interests.

Table 1f
1968 1972
Required or Elective: 1% %
Required 30 33
Elective 56 61
No Response 14 6

Offering courses more frequently than once a year is
not frugal, and constraints to conserve resources are
more visible now than they were in 1968. Obviously,
this provides greater efficiency in academic programs.

Table lg shows that 60% of all courses are offered
not more frequently than once a year.
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Table 1g
1968 1972
Frequency of Offering Per Year: % %
Less than once 6 9
Once 40 51
Twice 32 26
More than twice 22 14

The stabilization of the academic programs in infor-
mation science during the last four to five years has shown
a shift in the direction of the scientific method. With
this we note a tendency to automate processes which
previously were performed manually. In the academic
environment such shifts must be reflected in the books
which are used in the classroom and in the overall
educational process. The book most frequently men-
tioned and used in 17 courses is the Handbook of Data
Processing for Libraries by R. Hayes and J. Becker.
Table 1h provides a list of textbooks used with frequen-

Table 1h

The Following Texts had Frequency
Ranges of 17 to 5:

Hayes, R. and J. Becker, Handbook of Data Processing
for Libraries, New York: John Wiley (1970). - (17

Artandi, S., An Introduction to Computers in Infor-
mation Science (2nd ed.), Metuchen, NJ: Scare-
crow Press (1972). (€]

Salton, G., Automatic Information Organization and
Retrieval, New York: McGraw-Hill (1968). 9)

Hopcroft, J.E. and J.D. Ullman, Formal Languages
and the Relation to Automata, Reading, MA: Addi-
son—~Wesley (1969). (8)

Knuth, D.E., Art of Computer Programming, Vol. I:
Fundamental Algorithms, Reading, MA: Addison—
Wesley (1968). (8)

Lancaster, F.W., Information Retrieval Systems, New
York: Wiley (1968). ()]

McCracken, D.D. and U, Garbassi, A Guide to COBOL
Programming (2nd ed.), New York: Wiley (1970). 7

Griswald, R., etal., The SNOBOL-Four Programming
Language (2nd ed.), Englewood Cliffs, NJ: Pren-
tice-Hall (1971). ©)

Bell, C.G. and A. Newell, Computer Structures Read-
ing and Examples, New York McGraw-Hill (1971). (&)]

Chapman, E.A., Library Systems Analysis Guidelines.
New York: John Wiley, (n.d.) (5)

Foskett, A.C., The Subject Approach to Information
(2nd ed.), Hamden CN: Shoestring Press (1971). (5)

Gries, D., Compiler Construction for Digital Comput-
ing, New York: John Wiley (1971). (5)

*Indicates the number of times the book was men-
tioned in the questionnaire.

cies ranging from 17 to five. Books which were men-
tioned less than five times are not given here. Appendix
C lists all textbooks and their frequencies as determined
by the questionnaire.

The major concentration of the cluster analysis was
focused on the syllabi which described course content
for every course covered in the study. All of the topics
included constituted material which fits under the um-
brella of information science for which a cluster analysis
of the topics was made. Clusters were formed by
developing associative matrices, ie., frequencies of co-
occurrence of topics with hours spent on each topic (3).

® (lusters from M.S. programs

Seven clusters were obtained on the master’s level,
compared to six produced by the 1968 study. However,
the differences among these are much greater. In the
1968 study, much longer lists of topics appeared under
each cluster than in the 1972 study, (Tables 2a through
2g). The reason for this reduction in the number of
topics is due to the close agreement of topics among the
schools. It is interesting to note that two clusters,
“Mathematics™ and “‘Research Methods,” disappeared in
the second study. In their place clusters under headings
of “Library Automation,” “Computer Operating Sys-
tems” and “Theory of Computing” appeared on the
scene. The present study indicates that education in
information science is beginning to see the convergence
of subjects in the curricula that rightfully belong in the
field.

‘Table 2a

Cluster 1: Introduction to Information Science

Coding

Communication

Cybernetics

Decision processes

Information services

Information systems environment
Information theory

Languages—linguistics

Table 2b

Cluster 2: Systems Evaluation

Evaluation methodology
Evaluation of information systems
Measures of effectiveness

Systems analysis

System design
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Table 2¢

Cluster 3: Introduction to Computers

Computer programming
Computers

Data processing

Data processing equipment
Flowcharting

Hardware
Languages—general
Software

Table 2d

Cluster 4: Computer Operating Systems

Compilers
Machine languages
Multiprogramming
Operating systems
Time-sharing

Table 2e

Cluster 5: Information Storage and Retrieval

Abstracting

Automatic information storage and retrieval
Classification

Fact retrieval

File organization

Indexing

Role of theory in retrieval

Search strategy

Search techniques

Thesaurus ’

Table 2f

Cluster 6: Theory of Computing

Algorithms

Automata theory

Finite state machines
Recursive function theory
Turing machines

‘Table 2g

Cluster 7: Library Automation

Circulation systems

Library automation

Library and information networks

Library standards

MARC system

Planning, staffing, and implementation of
library automation

®__Questionnaire Statistics 1972: B.S., M.S. and _Ph.D.

The tables for the remainder of the paper represent
the state of programs during the 1972-73 year for the
B.S., M.S. and Ph.D. levels.

Table 3a shows that at the B.S. level the greatest
emphasis is on computer science and library science.
Engineering and mathematics ranked next in that se-
quence. The emphasis is on technology. On the master’s
level, graduates become professional librarians and infor-
mation scientists, with greater emphasis on library
science. At the Ph.D. level, computers again play a
dominant role. As the educational levels rise from the
B.S. to the Ph.D., more emphasis is being placed on
behavioral science and mathematics and logic. The oppo-
site is true for engineering.

Table 3a
1972
Orientation of Courses B.S. M.S. | Ph.D. | Alllevels

% % % %
Computer Science 56 31 43 37
Library Science 10 31 10 25
Behavioral Science 2 7 10 7
Mathematics & Logic 7 6 9 7
Statistics 1 3 4 2
Operations Research 2 5 3 4
Linguistics 2 4 5 3
Engineering 8 4 4 5
Other 12 9 12 10 |

It is disappointing to see that the lecture method for
teaching at the Ph.D. level is as high as indicated in Table
3b. It is gratifying that the seminar method is utilized
substantially more at the higher levels than that at the
baccalaureate level. Lecturing at mature people is not
only undignified but also is not conducive to learning.

Learning is best accomplished by teaching others, and
the seminar method can provide such opportunities.
Laboratory and practicum experiences relate to experi-
ences acquired in real situations, devoid of theoretical
aspects. For this reason laboratory and practicum experi-
ences decrease as the educational level rises. In the same
sense, Table 3c indicates that textbook usage at higher
levels of education is less than at the bachelor’s level.
Certainly reference materials and professional journal
readings should be the main source for acquiring know-
ledge at the Ph.D. level where the state-of-the-art is of
the essence.

Table 3b
1972
Method of Instruction All
BS. | MS. | PhD. ] levels
% % % %
Lecture 57 52 68 54
Seminar 10 22 16 19
Laboratory 27 17 10 19
Practicum 6 9 6 8
Table 3¢
1972
Textbook Used in the Course Bg . M%S‘ F%D' leelells
%
Yes 75 53 58 57
No 6 8 5 8
No response 19 39 37 38
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Methods of evaluating student performance (Table
3d) should deemphasize examinations and exercise
assignments and stress long-range performance and
ability to integrate as the educational level rises. The
ability of students to prepare, organize and deliver a
seminar presentation and/or develop term papers on a
given or selected theme are better indicators of student
growth than examinations which elicit specific responses.

support prerequisites. Table 3f demonstrates this reason-
ablv well.

Table 3f
1972

All
Method of Performance Evaluation | B.S. | M.S. ] Ph.D. | levels
% % % %

Examination 66 47 52 51
Term Papers 12 34 38 30
Projects 22 19 10 19

Table 3d
1972

All

Frequency of Offering B.S. | M.S. Ph.D, | levels
per year % % % %
Less than once 2 11 15 8
Once 34 52 55 49
Twice 31 21 20 23
More than twice 33 16 10 20

Graduate students should be able, with the aid of
advisors, to select an educational program to meet their
special needs and career desires. The more flexibie the
program, the easier this is to accomplish. Less constraint
(required courses) and more electives, as shown in Table’
3e, provide such flexibility.

Table 3e
1972
All
Required or Elective B.S. | MS. ] Ph.D. | levels
% % % %
Required 49 30 29 35
Elective 46 63 66 58
No response S 7 5 7

Economic constraints in education demand effi-
ciency. The frequency with which courses are offered is
a measure both of demand and economy. The more
advanced the program the less reason for offering
courses too frequently. Frequent course offerings should

® Cluster Analyses for All Levels 1972

The cluster analyses are of interest because they
emphasize the differences in programs on various levels,
although the general theme of information science
permeates all levels. For example, the cluster “theory of
organization of knowledge™ in the bachelor’s program is
absorbed by the cluster “information storage and re-
trieval” in the master’s program. The cluster, “theory of
organization of knowledge,” on the Ph.D. level, (Tables
5a-5k) takes on new dimensions. Similarly, it can be
observed that in the bachelor’s program students get a
sound foundation in computer science oriented topics.
In the master’s program they go into library automation
where computers are utilized. On the Ph.D. level,
“library systems” and “advanced topics in computer
science” replace the applied approach of the M.S. level.
Programs on all levels recognize the need for mathe-
matics; however, the strong emphasis on statistics and on
research methods in the Ph.D. program stresses the
importance of research at this level.

Tables 4a to 4h show the clusters that were obtained
at the bachelor’s level, tables Sa to 5k at the Ph.D. level
and tables 6a to 6k at the combined (B.S., M.S. and
Ph.D.) levels.

B.S. Clusters 1972

Table 4a

Table 4b

Cluster 1: Introduction to Information Science.

Cluster 2: Theory of Organization of Knowledge.

Coding
Communication
Information needs
IS&R

Information theory
MIS

Search techniques

Abstracting
Cataloging
Classification
Indexing
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Table 4¢ Table 4d
Cluster 3: Linguistics Cluster 4: System and Evaluation

Descxipt‘ive grammar Evaluation methodology
Generative grammar Measure of effectiveness
Linguistics & information processing Model building
Natural language analysis Systems analysis
Phonology Systems design
Statistical linguistics

Table 4e Table 4f

Cluster 5: Mathematics

Cluster 6: Introduction to Computers

Calculus

Differential equations
Lagrange’s multipliers
Linear programming
Mathematics & Logic
Non-linear programming
Set theory

Vectors & matrices

Computer programming
Computers

Data processing
Flowcharting

Hardware
Languages—general
Software

Table 4h

Cluster 8: Data Base Structures

Table 4g
Cluster 7: Computer Operating
Systems
Computers
Machine Language
Multiprogramming

Operating Systems
Time Sharing

File organization
Information structures
Linked lists

Tree structures

Table Sa

Ph.D. Clusters 1972

Table Sb

Cluster 1: Information Systems

Cluster 2: Library Systems

Coding

File organization

History of science

Information structures
Information theory

Information systems

Management information systems
Search strategy

Tree structures

Circulation systems
Library automation
Library standards
MARGC standards

automation project

Table Sc

Planning, staffing & implementation of library

Table 5d

Cluster 3: Theory of Organization of Knowledge

Cluster 4: Linguistics

Abstracting
Classification
Indexing
Information Storage
& Retrieval
Thesaurus

Context-free languages

Generative grammar
Languages-general

Linguistics & information processing
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Table Se

Cluster 5: Evaluation of Systems

Table 5k

Evaluation methodology
Evaluation of IS & R systems
Measures of effectiveness
Systems analysis

Systems design

CQluster 11: Theory of Computing

Table 5f

Algorithms

Automata theory

Finite state machines
Recursive function theory
Set theory

Turing machines

Cluster 6: Research Methods

Communication

Design of experiments

Information center & mass communication
Media

Psychology

Research techniques

Table 5g

Cluster 7: Mathematics

Calculus

Differential equations
Descriptive statistics
Mathematics & logic
Vectors & matrices

Table Sh

Cluster 8: Statistics

Decision process
Probability distribution
Queueing

Sampling

Statistical analysis
Statistical decision theory.

Tables 6a to 6k, clusters obtained from topics on all

levels, define the information science field as it exists
today. The 11 clusters which follow emphasize the
interdisciplinary nature of the field.

1. Foundations of Information Science
2. Theory of Organization of Knowledge
. Theory of Computing
. Computer Methods
Data Processing
Automation of Library Systems
. Management in Libraries
. Systems Evaluation
9. Behavioral Aspects
10. Statistics
11, Mathematics

Nouaw

-]

General (B.S. + M.S. + Ph.D.) Clusters, 1972

Table 6a

Cluster 1: Foundations of Information Science

Table §i

Cluster 9: Computer Programming

Programming
Computers

Data processing
Hardware
Machine language
Software

Information theory
Communication

History of science

Coding

Media

Linguistics & information processing
Information displays
Information explosion
Libraries & communication
Information sciences
Information storage & retrieval
Search strategy

Sociological aspects

Table 5j

Table 6b

Cluster 10: Computer Operating Systems

Cluster 2: Theory of Organization of Knowledge

Abstracting
Compilers Indexing
Multiprogramming Extracting
Operating systems Classification
Time-sharing Cataloging

Content analysis

Bibliographic control
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Table 6c¢

Table 6g

Cluste;' 3: Theory of Computing

Cluster 7: Management in Libraries

Information structure
Algorithms

Countability

Sequential nets

Switching theory
Automata theory

Turing machines

Finite state machines
Meta-mathematics
Recursive function theory

Library & information networks
Library functions

Library standards

Managerial objectives

Future of libraries

Professional aspects

Library associations

University libraries

Table 6d

Table 6h

Cluster 8: System Evaluation

Cluster 4: Computer Methods

Computers
Operating systems
Compilers

Machine language
Time sharing

Multi programming
Computer utility
Linked list

Tree structure

File organization

Evaluation methodology

Evaluation of information retrieval systems
Measures of effectiveness

Planning, programming & budgeting (PPB)
Operations research & information systems
Systems design

Systems analysis

Decision Processes

Model building

Work measurement

Systems synthesis

Queueing

Table 6e

Table 6i

Cluster 5: Data Processing

Cluster 9: Behavioral Aspects

Computer programming
Software

Hardware

Flowcharting

Punched cards

Data collection methods
Data processing equipment
Recording media
Dial-up access
Telecommunication
Networks

Psychology

Human information processing
Concept formation

Thinking

Feedback and control

Table 6j

Table 6f

Cluster 10: Statistics

Cluster 6: Automation of ﬁibrary Systems

Planning, staffing & implementation of library automation
Circulation system ;-

Microforms

Automation of serials

MARC system

MEDLARS

Mechanized cataloging

Automation of book reservation system

Research techniques
Scientific method

Design of experiments
Interpretation of statistical results
Statistical decision theory
Factor analysis

Analysis of variance
Tests of hypotheses
Descriptive statistics
Probability distribution
Sampling

Regression & correlation
Statistical analysis

Reproduced with permission of the'copyright owner. Further reproduction prohibited without permission.




Table 6k Table 7
Cluster 11: Mathematics Theory  Concepts Tools Application
Mathematical logic Ph.D. XXXX XX x XXX
Calculus Masters X XX XXX XXXX
Vectors & matrices Bachelors X XXX XXXX XX
Differential equations (x=relative degree of emphasis)
Algebra

Linear programming
Non-linear programming
Dynamic programming
Lagrange’s multipliess
Topology

Set theory

Graph theory

® Workshop 111

As in the previous studies (I-3), a workshop was
conducted to which participants representing academia,
industry, government and professional societies were
invited. The specific goal of this workshop was to
develop recommendations for curricula in information
science at three levels, baccalaureate, master’s and the
Ph.D. The two-day workshop involved 23 participants
(Appendix A)

On the first day, the questionnaire statistics and their
implications were presented to the group by Jack Belzer.
C. Walter Stone, chairman of a task force on education
of the Center for the Study of Information and Educa-
tion (CSIE) presented his report, ‘“‘Curricula Reform of
Library and Information Science,” (4) and Donald P.
Ely, Director of CSIE, reported on ‘“Information Sys-
tems and New Towns,” and “Information Delivery
Systems of Non Traditional Study.” William J. Cameron,
Dean of the School of Library and Information Science
at the University of Western Ontario, gave a report on
the seminar method of teaching at his school. After
discussion of the four papers, three subgroups were
formed, one for the undergraduate curriculum, chaired
by Vivian S. Sessions of the City University of New
York Graduate School, one for the master’s program,
chaired by Pauline Atherton of the Syracuse University
School of Information Studies, and a third for the Ph.D.
program, chaired by Margaret Chisholm, Dean of the
University of Maryland College of Library and Informa-
tion Services. The following afternoon each subgroup
submitted recommendations for curricula for its assigned
level. The subgroup working on the master’s program
developed a generalized model for all levels of study. It
identified four types of knowledge required with a
different emphasis in each.

Table 7 presents this model. It is being presented here
because of its overall implications.

® Undergraduate Program Recommendations

The undergraduate degree in information science was
not considered to be a professional degree by the
working group. Instead it was looked upon as a degree in
the School of Arts and Sciences with a major in
information science. (A major in arts and sciences
consists of 30 to 36 credits with a possible 12 credits in
a related field.) Because of the interdisciplinary nature
of information science, seven areas were identified as
composing the field. Concentration in any one area is
possible, depending on the speical interest of the stu-
dent, and should be planned with the aid of his advisor.
Certainly, if this is going to be a terminal degree the
student should acquire skills which would help him to
cope with his desired pursuit. His exit knowledge should
correspond. The seven areas composing the field are:

Technology

Theory of Organization
Mathematics

Language and Linguistics
Basic Sciences
Management Theory

Technology includes computers, transmission and
microphotography. Theory of organization covers topics
in file structures, indexing and the philosophy of organi-
zation of human knowledge. Mathematics is to equip the
student with tools for quantitative analysis and give him
new insights into concepts which are mathematically
characterized—such as the concepts of limits, rates of
convergence, iterative processes, acceleration rates and
statistical distributions. Language and linguistics imply
both natural and artificial languages.

No one is expected to wind up with long sequences of
courses in each of the seven areas. Since education in
arts and sciences implies course distribution, a sampling
of courses in these seven areas is indicated. A minor in a
related field can be obtained in mathematics, computer
science, management science or some other field. In
addition, the candidate can obtain in-depth knowledge
in a combination of two or three of the other areas as
part of his major. In this program, not all graduates are
going to look alike. This is as it should be. Each can
pursue his special interests. The program places its major
emphasis on tools and the secondary emphasis on con-
cepts (Table 7).
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Ot all the areas identified by the subgroup on under-
graduate education, the one that is conspicuously absent
from the cluster analysis is management theory. It is
recommended that management theory be included in
curricula of undergraduate programs in information
science.

® Master's Curriculum Recommendations

In the master’s program, strong emphasis is placed on
applications and tools and to a [esser degree on concepts
and theory (Table 7).

A. Applications
1. Operation of Systems
a. Libraries and Information Centers
b. Networking (Information/Communication)
2. Media Technology and Transmission
a. Print and Nonprint Technology
b. Media Distribution
c. Cable T.V.
3. Consumer Environments
. Different Client and Service Needs
. Social Issues and Public Policy
. Requirement Analysis
. Human Communication Process
. Response Analysis and Design
. Capacity and Efficiency of Various Media
and Systems for Different Clientele

mo Qo o

B. Tools

There are two classes of tools, those directly
related to information science and those adjunctive to it.
1. Information Storage and Retrieval
a. Content analysis
b. Abstracting and indexing
c. Classification
d. Thesaurus structures
e. Search strategies
2. Management
a. Measures of effectiveness
b. Systems analysis and design
3. Adjunctive Areas
. Mathematics and statistics
. Languages
. Data processing
. Management planning
1) Finance and budgeting
2) Marketing
3) Personnel data

a0 o

C. Theories and Concepts
1. Introduction to Information Science
2. Philosophy
3. Information Systems
a. Vocabulary control
b. Indexing and classification
c. File structures

4. Adjunctive Areas
a. Theory of communication and information
b. Group dynamics
c. Decision theory
d. Computing theory
e. Linguistics

The adjunctive areas are not part of the information
science curriculum, It would be convenient if they were
prerequisites for admission to a master’s program in
information science. Since admission to the program
would come from a variety of majors with BA/BS
degrees, it would be unrealistic to expect all applicants
to have the same skills upon admission to the program,
It is recommended that master’s program in information
science be sufficiently flexible to deal with these situa-
tions.

The cluster analysis of the master’s program does not
show any topic on media technology recommended by
the subgroup, nor is there a cluster where such a topic
would fogically fit. Professional practitioners in informa-
tion science should be knowledgeable in the technology
of media.

® Ph.D. Curriculum Recommendations

The Ph.D. level working group identified five func-
tions in which Ph.D.’s in information science would be
involved. They are research, teaching, administration,
development: and consultation. An individual would
perform any one, or a combination of more than one, of
these functions, but rarely across the entire spectrum. In
order for an individual to be flexible enough to be able
to operate in any of the five areas enumerated above, he
must be a scholar. He must be able to bridge (and carry
over applicable knowledge and experience) from one
area to the other. Research methodology and results are
brought into the classroom, and classroom discussions
generate new methodology in the research laboratory.
Basic theories underlying tools (which were acquired in
lower level programs), provide concepts and better
understanding of existing phenomena. Creativity results
from better understanding of why certain phenomena
occur, rather than merely how they occur, or that they
occur at all. The ability to conduct research to discover
why certain phenomena occur is a form of competence
which goes along with scholarship. It is possible that
someone who has a strong research competence may not
be suited to be a practitioner in the field. Nevertheless,
special competence in: research methods and techniques,
the application of these techniques, the understanding of
the environment in which the researcher is working, and
the social conciousness of the way in which information
systems work, all relate to research competence which is
needed, above all, in the Ph.D, program.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



References

1. Belzer, J. (Ed.}, “Information Science Education: Curricu-
lum Development and Evaluation,” American Documenta-
tion 20 (No. 4): 327-376 {1969).

2, —————— , “Education in Information Science” fournal of
the American Society for Information Science 21 (No. 4):
269-273 {1970).

3 ——— , A. Isaac, et g/, *“Curricula in Information

Science Analysis and Development” journal of the Ameri-

can Society for Information Science 22 (No. 3): 193-223

(1971).

Stone, C.W., J. Belzer and J.W. Brown, Needs for Improve-

ment of Professional Education in Library and Information

Science, Center for the Study of Information and Educa-

tion, Syracuse University, Syracuse, NY {1973).

. Belzer, J., “*Curriculum Trends for Information Science Pro-

fessionals’’ Educational Media Yearbook 1974 JW. Brown
[Ed.], New York: R.R. Bowker Co., 28-30 (1974).

>

1)

Appendix A:
Participants-Workshop III

Pauline Atherton, U. of Syracuse

Jack Belzer, U. of Pittsburgh

Harold Borko, U.C.L.A.

Anindya Bose, Pratt Institute

William Cameron, U. of Western Ontario
Margaret Chisholm, U. of Maryland
Anthony Debons, U. of Pittsburgh
Arthur Elias, BIOSIS (formerly with Informatics, Inc.)
Donald Ely, U. of Syracuse

Bernard Fry, Indiana U,

Anand B. Gupta, U. of Pittsburgh

J. Phillip Immroth, U. of Pittsburgh
Allen Kent, U, of Pittsburgh

John Kronebusch, U, of Pittsburgh
Thomas Mott, Jr., Rutgers U.

John Murdock, Battelle Memorial Inst.
Alan Rees, Case-Western Reserve U.
Frank Sessa, U, of Pittsburgh

Vivian Sessions, City College of N.Y.
Joshua 1. Smith, ASIS

C. Walter Stone, JMARC Inc.
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Appendix B:

Schools Participating in
Questionnaire Analysis

First Second
Questionnaire Questionnaire
School 1968 1972
Auburn University X
Arizona State University X
Bowling Green State University X

California State University

Case Western Reserve University
Chattanooga State Technical Institute
City University of New York
Clarion State College

Cornell University

Dalhousie University

Drexel University

East Carolina University

East Tennessee State University
Emory University

Florida Atlantic University
Florida State University

George Peabody College of Teachers
Georgia Institute of Technology
Harvard University

Illinois Institute of Technology
Indiana University

Towa State University

Kent State University

Lehigh University

McGill University

Northern Illinois University

Ohio State University

Point Park College

Pratt Institute

Queens College (CUNY)

Rosary College

Rutgers University

St. Cloud State College

San Jose State College

Simmons College

Southern Connecticut State College
State University of New York (Albany)
State University of New York (Buffalo)
Stanford University

Syracuse University

Texas Woman’s University
University of Alberta

University of British Columbia
University of California (Berkeley)
University of California (L.A.)
University of Chicago

University of Colorado

University of Dayton

University of Denver

University of Guam

University of Illinois

University of Iowa

University of Kentucky

University of Maine

University of Maryland

University of Michigan

University of Minnesota
University of Missouri (Columbia)
University of Missouri (Rolla)
Université de Montreal

University of North Carolina
University of Oklahoma
University of Oregon
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University of Portland

University of Pittsburgh

University of Rhode Island
University of Southem California
University of Southern Mississippi
University of Tennessee

University of Texas

University of Toronto

University of Washington

University of Western Ontario
University of Wisconsin (Madison)
University of Wisconsin (Milwaukee)
Washington State University
Washington University

Western Illinois University

Western Kentucky University
Western Michigan University X

L]

e R

Total 80 45
There were 35 schools in both studies.

Appendix C:
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Textbooks: Authors and Titles
mentioned in the Questionnaire
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ics (Repr. of 1956 ed.) New York. Barnes &
Noble (1968).

8. Banathy, Belah: Instructional Systems. Bel-
mont, CA: Fevoin Pub. (1968).
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10. Bates, Frank and Douglas, Mary L.; Pro-
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wood Cliffs, NJ: Prentice-Hall (1970).

11. Bauer, C.: IITRAN/360: Self Instruction
Manual and- text. Reading, MA: Addison-
Wesley (1968).

12. Becker, Joseph & Hayes, Robert M.; Infor-
mation Storage and Retrieval. NY: John
Wiley (1963).

13. Becker, Joseph: Conference on Interlibrary
Coop. and Information Networks, Proceed-
ings. Chicago: American Library Assoc.
(1971).
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(1969).

24, Bradshaw, Charles 1. et al; Using the
Library. Provo, Utah: Brigham Young Univ.
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Books (1970).

26. Brown, James Wilson and Fred F. Harule-
wood. AV instruction: technology, media,
and methods. 4th ed. NY McGraw-Hill
(1973).

27. Bruyn, S.; The Human Perspective in Sociol~
ogy: The Methodology of Participant Obser-
vation. Englewood Cliffs, NJ: Prentice-Hall
(1966).

28. Buchholz, Werner, Planning A Computer
System, NY: McGraw-Hill (1962).

29. Busacker, Robert G. and Saaty, T.; Finite
Graphs & Networks: An Introduction with
applications. NY: McGraw-Hill (1965).

30. Cadow, H.; 0S/360 Job Control Language

31. Campbell, Donald T. and Stanley, Julian C.:
Experimental & Qiasi-experimental Designs
for Research. Chicago: Rand McNally
(1966).

32. Carlsen, G. Robert; Books and the Teenage
Reader; A guide for Teacher, Librarians and
Parents, rev. ed. NY: Harper & Row (1972).

33. Caruth, Donald L. and Rachel, Frank M.
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Cases, San Francisco: Canfield Pr, (1972).

34, Chapin, Ned; Computers: A Systems
Approach. NY: van Nostrand Reinhold
(1971).

35. Chapman, Edward A.; Library Systems
Analysis Guidelines, NY: John Wiley, n.d.

36. Chaumier, Jacques; Les Techniques Docu-
mentaries, Paris: Presses Universaires de
France (1971).
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NY: Simon & Schuster, M.D.

40. Cooper, Leon N. and Steinberg, David; In-
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41. Couger, J. Daniel and Shannon, Loren E.;
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Approach. rev. ed. Homewood, IL: Richard
D, Irwin (1972).
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WATFOR and WATFIV. Englewood Cliffs,
NJ: Prentice-Hall (1970).

43, Daniels, Alan and Yeates, Donn D.; Basic
Training in Systems Analysis, London: Pit-
man (1969).

44, Davis, Gordon B.; An Introduction to Elec-
tronic Computers. 2nd ed. NY: McGraw-Hill
(1971).

45, Davis, Gordon B.; Computer Data Process-
ing. 2nd ed. NY: McGraw-Hill (1973).

46. Dearden, John, et al. McFarlen, F. Waman,
and Zani, William M.; Managing Computers
Based Information Systems, Homewood, IL:
Richard D. Irwin (1971).

47. De Greene, Kenyon B.; Systems Psychology.
NY: McGraw-Hill (1970).

48. Delong, Howard; A Profile of Mathematical
Logic. Reading, Man.: Addison-Wesley Pub.
(1970).

49, Dexter, Lewis A. and White, David M.:
People, Society and Mass Communications.
Riverside, NJ: Free Press (1964).

50. Dippel, Gene and House, Wm. C.; Informa-
tion Systems; Data Processing and Evalua-
tion, Glenview, IL: Scott Forseman (1969).

51. Donovan, John; Systems Programming. NY
McGraw-Hill (1972).

52, Dorf, Richard C.; Introduction to Compu-
ters and Computer Science. San Francisco:
Boyd & Fraser. Pub. (1972).

53. Duda, R.O. & Hart, Peter; Pattern Classifica-
tion and Scene Analysis. NY: John Wiley
(1973).

54. Ebert, Myrl; An Introduction to the Litera-
ture of the Medical Sciences, 3rd ed. Chapel
Hill: University of North Carolina Student
stores (1970).

55, Elias, Arthur; Key Papers in Information
Science. Washington, DC: American Society
for Information Science (1971).

56. Elliott, C. Orville; Programmed Leaming Aid
for Introduction to Data Processing Home-
wood, IL: R.D., Irwin (1970).

57. Elliott, C. Orville and Wasley, Robert S.;
Business Information Processing Systems,
rev. ed. Homewood, IL: Richard D. Irwin
(1968).

58, Festinger, Leon & Katz, Daniel; Research
Methods in the Behavioral Sciences. NY:
Holt, Rinehart & Winston (1954).
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59. Fike, C.T.: PL{1 For Scientific Program-
mers. Englewood Cliffs, NJ: Prentice-Hall
(1970).

60. Fischesr, David; Historians Fallacies. New
York: Harper & Row Pub. (1969).

61. Flores, Ivan; Data Structure and Manage-
ment. Englewood Qliffs, NJ: Prentice-Hall
(1970).

62. Forsythe, George and Moler, C.; Computer
Solution of Linear Algebraic Systems. Engle-
wood Cliffs, NJ: Prentice-Hall (1967).

63. Forsythe, Alexandra I, et al. Computer
Science: A First Course, NY: John Wiley
(1969).

64. Forsythe, Alexandra I.; Computer Science:
Basic Language Programming. NY: John
Wiley (1970).

65. Foskett, A.C.; The Subject Approach to In-
formation. 2nd ed. Hamdens Conn.: Shoe
String Press (1971).

66. Faviet, Andrew G.; Introduction to Digital
Computer Principles & Applications New
York: Van Nostrand Reinhold (1965).

67. Franzblau, Abraham N.; Primer of Statistics
for Non-Statisticians, NY: Harcourt Brace
Jovanovich, M.D.

68. Freund, John E,; Statistics; A First Course.
Englewood Cliffs, NJ Prentice-Hall (1970).

69. Gear, C.W.; Numerical Initial Value Prob-
lems in Ordinary Diff. Equations. Engle-
wood Cliffs, NJ: Prentice-Hall (1971).

70. Gerald, Curtis F.; Applied Numerical Analy-
sis, Reading, MA: Addison-Wesley (1970).
71. George, F.J.; The Brain as a Computer. 2nd

ed. Elmsford, NY: Pergamon Press (1973).

72. Gerlach, Vernon S, and Ely, Donald P.;
Teaching and Media: A systematic
Approach. Englewood Cliffs, NJ: Prentice-
Hall (1970).

73. Goldhor, Herbert: An Introduction to Scien-
tific Research in Librarianship. Chicago:
University of Ill. Library Science (1972).

74. Goldhor, Herbert: Research Methods in
Librarianship: Measurement and Evaluation.
Chicago: University of II. Library Science
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75. Gordon, Geoffrey; System Simulation.
Englewood Cliffs, NJ: Prentice-Hall (1969).

76. Gries, David; Compiler Construction for
Digital Computing. NY: John Wiley (1971).

717. Griswald, R., et al: The SNOBOL Four Pro-
gramming Language. 2nd ed. Englewood
Cliffs, NJ: Prentice-Hall (1971).

78. Gross, Jonathan L. and Brainerd, Walter S.;
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79. Gschwind, Hans W.; Design of Digital Com-
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the System 370. NY: Van Nostrand Rein-
hold (1971).

103. Keller, Herbert Bishop: Numerical Methods
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Audiovisual Materials. Scranton, PA:
Chandler Pub. (1968).

105. Kent, Allen; Information Analysis and Re-
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Reinhart and Winston (1973).
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114, Langendoen, D.T.; The Study of Syntax:
The Generative-Transformational Approach
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115. Lee, RM.: A Short Course in FORTRAN
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An introduction to logic methodology and
the theory of signs., Magnolia, MA, Peter
Smith.

117. Laden, H.N. and Gildersleeve, T.R.: System
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Wiley (1963).

118. Lefkovitz, David; File Structures for On-
Line Systems Rochelle Park, NJ, Hayden
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119, Liu, D.L.; Introduction to Applied Combina-
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120. McCracken, Daniel D. and Garbassi, Umber-
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121. McCracken, Daniel D.; A Guide to FOR-
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122, McCluskey, E.J.; Introduction to the Theory
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123, McMillan, Claude and Conzatez, Richard F.;
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124, Maccoby, Eleanor E., et al; Readings in
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125. Mann, Margaret; Introduction to Cataloguing
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